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Based on the “wisdom of the crowd” effect, consumer-generated online reviews are supposed to help con-
sumers make more accurate product evaluations. However, the large amount of information in the reviews,
coupled with conflicting opinions, can make it difficult for consumers to identify and consider those attributes
relevant to their decision. Thus, while online product reviews are generally believed to empower consumers,
we suggest that they may have “swaying” effects in that attribute preferences (i.e., the relative importance
consumers place on various product attributes in product evaluation) are more heavily influenced by char-
acteristics of the online reviews rather than by the relevance of the attributes to the consumers’ decision
context. We propose that three characteristics of online reviews affect the assessment of attribute preferences:
(1) the amount of information about attribute-level performance, which is often unevenly distributed across
attributes, (2) the degree of information conflict about attribute-level performance, and (3) the relationship
between the overall numeric rating and the attribute-level performance information in the reviews. We test our
hypotheses in two randomized experiments and a free simulation study. Results from the three studies show
that the three review characteristics influence attribute preferences and that their effects are strong enough
such that attribute preferences are influenced more by these online review characteristics than by the relevance
of the attributes to the consumers’ decision context. Our work, which illustrates a dark side to online reviews,
has implications for both online word-of-mouth and preference construction research.

Keywor ds: Online reviews, word-of-mouth, preference construction, product evaluation, wisdom of the crowd,
choice architecture, nudge, process tracing, verbal protocol analysis, decision bias

RESEARCH ARTICLE

Introduction I

Based on the “wisdom of the crowd” effect, consumer-gener-
ated online reviews are supposed to help consumers make

'Soon Ang was the accepting senior editor for this paper. Andrew Burton-
Jones served as the associate editor.

The appendices for this paper are located in the “Online Supplements”
section of the MIS Quarterly’s website (http://www.misq.org).

more accurate product evaluations. However, the large
amount of information in the reviews, coupled with con-
flicting opinions, can make it difficult for consumers to
identify the product attributes that are most relevant to their
decision. It has been shown that, in the context of adver-
tising, when information about irrelevant attributes is avail-
able, consumers may treat irrelevant attributes as though they
were critically important in evaluating the product (Brown
and Carpenter 2000). Therefore, consumers’ attribute prefer-
ences, that is, the relative importance consumers place on
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various product attributes when evaluating a product (e.g.,
Noseworthy etal. 2012; Scholz et al. 2010), might not be con-
structed based on careful consideration of the relevance of the
attributes to the consumers’ decision context but rather may
be primarily influenced by characteristics of the information
environment. As such, while online product reviews are
generally believed to empower consumers, they may also
have “swaying” effects in that after reading reviews people
may overweigh irrelevant attributes but underweigh relevant
attributes when assessing a product.

We propose that three prominent characteristics of online
reviews influence the construction of attribute preferences:
(1) the amount of information about attribute-level perfor-
mance, which is often unevenly distributed across attributes,
(2) the degree of information conflict about attribute-level
performance, and (3) the relationship between the overall
numeric rating and the attribute-level performance informa-
tion in the reviews. We further suggest that the construction
of attribute preferences can potentially be swayed by reviews
such that attribute preferences are influenced more by the
proposed review characteristics than by the relevance of the
attributes to the consumers’ decision context.

The impact of online product reviews on attribute preferences
is an overlooked, yet important, issue. Existing studies on
online reviews have examined the impact of online product
reviews from both the seller and consumer perspectives.
From the seller perspective, the literature typically examines
the impact of online product reviews on product sales (e.g.,
Chevalier and Mayzlin 2006, Duan et al. 2008, Liu 2006).
More related to the current research are the studies that
examine the impact of online product reviews from the con-
sumer perspective. These typically look at the impact of
online reviews on consumers’ overall attitude toward the
reviewed product and their purchase intention (for a review,
see Cheung and Thadani 2012) or the factors that make a
review perceived helpful in purchase decision-making (e.g.,
Mumdabi and Schuff 2010, Yin et al. 2014). This stream of
work focuses on review message characteristics (e.g., argu-
ment quality, message sidedness, message length, emotions
embedded in the message etc.), review source characteristics
(e.g., reviewer’s reputation and geographic location), and the
moderating role of consumer involvement, prior knowledge,
and product type (for a review, see King et al. 2014).

Given the rich attribute-level information in the reviews, it is
unlikely that people only evaluate the product holistically
when reading the reviews. Although consumers may use a
variety of strategies in evaluating products and making pur-
chase decisions, accurate and justifiable product evaluation
requires people to identify attributes that should be used to
evaluate the product and learn the performance of the product
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on these attributes (Bettman 1998). To the best of our knowl-
edge, we are the first to theorize and test the impact of online
product reviews on attribute preference construction. Our
research takes an information-processing approach, which
takes into account how people actually process information in
an information-rich environment. This approach generates a
more detailed understanding than prior approaches of how
online product reviews influence consumers’ product evalua-
tion. There is a strong association between people’s percep-
tions of attribute importance and their information acquisition
and processing activities in product evaluation (MacKenzie et
al. 1986). Therefore, from a practical perspective, under-
standing the impact of online product reviews on attribute
preference construction can provide insights into the design
of online review systems that can nudge consumers toward
more informed decisions (Thaler and Sunstein 2008).

The paper is organized as follows. We first review related
literature and develop our hypotheses. We then describe our
research methods and results. Specifically, we test our
hypotheses via three studies, two randomized experiments and
a free simulation study, all of which focus on the evaluation
of a single product that has multiple attributes.” Finally, we
discuss our research findings and their theoretical and
practical implications.

Related Literature I

Preference is generally defined as people’s disposition to
choose one object or course of action over another (Simonson
2008). Researchers have shown that people may reverse their
preferences when the same options are described differently
(Tversky and Kahneman 1986), when options are presented
with or without some extraneous options in the choice set
(Shafir et al. 1993), and when different methods are used to
measure preferences (Slovic and Lichtenstein 1983). These
findings led to the general consensus that preferences are
labile, inconsistent, and subject to a range of contextual
factors (Payne et al. 1992). Payne and his colleagues were
among the first few researchers to systematically investigate
the constructive nature of preference. Defining preference
construction as a process of arriving at a decision, they sug-
gested that rather than relying on utility maximization, people

20ur study examines attribute preferences for a single product under the
multi-attribute decision making framework (i.e., for products that consumers
evaluate based on their attributes). People may use a holistic approach, rather
than an attribute-based approach, in evaluating experience goods (e.g., food).
Also, attribute preferences can be different when the product is evaluated in
a comparative (i.e., considering multiple product alternatives) versus a
noncomparative (i.e., single product) context.
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use a wide variety of strategies and heuristics (i.e., simpli-
fying methods) to construct preferences (Bettman et al. 1998).
They concluded that the use of different strategies and heuris-
tics, affected by the decision context (e.g., decision goals and
the task environment), is why people’s preferences over the
same set of options may change across different contexts.

Similar to the general literature on preference construction,
extant research on attribute-level preferences has examined
the impact of attribute description and presentation, measure-
ment methods, and the decision-making process on attribute
importance weighting. For example, Weber et al. (1988)
showed that people attach greater importance weight to attri-
butes presented in more detail than to the attributes described
more generally. Similarly, MacKenzie et al. (1986) found in
the context of advertising that the concreteness of attribute
description increases the importance weight attached to the
attribute. Researchers have also shown that different mea-
surement methods (e.g., free elicitation, direct rating, conjoint
method, etc.) could lead to differences in attribute importance
weighting (van Ittersum et al. 2007). Furthermore, the
decision-making process also influences attribute importance
weighting. The theory of reason-based choice views decision
making as a process of generating reasons for and against the
available options (Shafir et al. 1993). Therefore, people will
attach greater importance weights to the attributes based on
which clear reasons can be generated for preferring one
option compared to its competitors. Based on this argument,
Brown and Carpenter (2000) showed that people treat irrele-
vant attributes as though they were critically important when
these attributes differentiate the available options.

There is also a literature specifically looking at the construc-
tion of attribute preferences in the online environment. Since
information presentation is extremely flexible in the online
environment and many information-processing aids are
readily available, much attention has been given to the infor-
mation presentation factors and ease-of-processing effects.

The salience and partitioning of attribute information are two
major information presentation factors examined in this
literature. Researchers have shown that product attributes
receive greater weights than they normally would when these
attributes are made more salient by explicitly displaying these
attributes on the website (Haubl and Murray 2003) or by
priming through subtle differences in the background of the
website (Mandel and Johnson 2002). Partitioning an attribute
into more detailed attributes also affects attribute preferences.
An attribute presented as separate categories tends to receive
greater importance weight than attributes presented under an
umbrella category. For example, on an online dating website,
the separate categories of “intelligence,” “sense of human,”

“kindness,” and “generosity” together receive a greater impor-
tance weight than the umbrella category of “personality”
(Martin and Norton 2009). Clearly the effects of information
presentation are not unique to the online environment since it
is possible to manipulate attribute information similarly in
offline settings. However, information structuring and
restructuring is much more flexible in the online environment
(e.g., itis difficult to rearrange the physical display of product
information within a short amount of time in a physical store,
but it is extremely easy in the online environment). Because
of the ease and flexibility of information presentation, attri-
bute preferences are likely more susceptible to information
presentation in the online environment.

Furthermore, the online environment provides various func-
tions to aid consumers’ information processing. Researchers
have consistently found ease-of-processing effects (i.e., when
information about an attribute is made easier to process,
people will attach a greater weight to that attribute). For
example, an attribute on which product alternatives can be
sorted receives a greater importance weight in the evaluation
of the products (Quaschning et al. 2014). Similarly, when
price comparison was made easy, people’s price sensitivity
increased, but when quality information was made easy to
evaluate, people attached greater weight to quality and their
price sensitivity deceased (Lynch and Ariely 2000).

Our reading of the literature is that the extant studies have a
focus on attribute preference construction based on seller-
provided information (e.g., product specifications, descrip-
tions of various attributes, and the accompanying information-
processing aids). Our research differs from the extant studies
in that we examine the impact of a repository of consumer-
generated information on attribute preference construction.
The breadth, depth, and amount of information in consumer-
generated reviews greatly exceed those of seller-provided
information. For example, multiple pieces of information
with varying levels of detail often exist for many product
attributes and the amount of information for each attribute
may vary greatly, with some attributes discussed extensively
in the reviews and others considerably less so. Further, the
information may be consistent or conflicting for the same
product attribute (e.g., some consumers may evaluate the
product positively on an attribute and others negatively).
Therefore, consumer-generated reviews constitute an
information-rich environment where multiple characteristics
ofthe environment influence attribute preference construction
and product evaluation. Our research is a step toward
identifying specific characteristics of this information
environment that have an impact on attribute preference
construction.
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Theory Development I

Our theory development draws from the constructive
preference perspective (Bettman et al. 1998; Payne et al.
1992). A major tenet of the theory is that preferences are
shaped by the interaction between the properties of the
information environment of the choice problem (Payne et al.
1992) and the properties of the human information-processing
system (e.g., basic memory principles and cognitive biases).
For example, presenting the outcomes of medical programs in
terms of “lives saved” versus presenting them in terms of
“lives lost” induces different preferences for these programs
because of the interaction between information presentation
and people’s tendency to perceive losses as greater than the
equivalent gains (Tversky and Kahneman 1986).

Attribute preference is defined as the relative importance
consumers place on the various attributes of a product in
product evaluation or choice (e.g., Noseworthy et al. 2012;
Scholz et al. 2010). Attribute preference construction occurs
as part of learning about the product from the reviews. The
constructive preference perspective would suggest that the
key to understanding attribute preference construction is to
examine the characteristics of the reviews (i.e., the infor-
mation environment) and how the human information-
processing system operates in the presence of these review
characteristics.

Since our focus is attribute-level preference construction, we
examine the characteristics of the reviews that pertain to
attribute-level information. Prior studies have examined two
prominent review characteristics: the volume of the reviews
(e.g., Liu 2006) and the variance in the numeric ratings (e.g.,
Sun 2012). Both of these describe information at the product
level of analysis and provide a holistic assessment of the
product. We examine information volume and variance at the
attribute-level (i.e., the amount of attribute-information and
the degree of information conflict about attribute-level perfor-
mance). Furthermore, an underexplored but important review
characteristic is the relationship between overall numeric
rating and the individual reviews. Prior research showed that
the conflict between the overall numeric rating and the indi-
vidual review rating affects people’s perceptions of the review
(Qiu et al. 2012). We extend this characteristic to the rela-
tionship between the overall numeric rating and the attribute-
level performance information in the reviews. To sumup, we
examine three review characteristics: (1) the amount of
information about attribute-level performance, which is often
unevenly distributed across attributes, (2) the degree of
information conflict about attribute-level performance, and
(3) the relationship between the overall numeric rating and the
attribute-level performance information in the reviews.
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The Amount of Information about
Attribute-Level Performance

We posit that the amount of attribute-level performance infor-
mation affects the importance weight assigned to that attribute
via two different and non-mutually exclusive routes. The first
route is an automatic route that operates outside people’s con-
scious awareness. A large amount of information for an attri-
bute increases the accessibility of that attribute in memory,
which will automatically lead people to judge that attribute as
important. The second route is a conscious inference route
(i.e., people consciously infer the importance of an attribute
based on the amount of information available for that attri-
bute). The distinction between the automatic and conscious
inference routes parallels the two systems of the mind where
System 1 processes are automatic and intuitive and System 2
processes are deliberate and logical (Kahneman 2011).

First, the amount of information affects information-
processing activities including attention, encoding, consoli-
dation, and retrieval. When people pay attention to a piece of
information, it registers in working memory (WM), making
this information available for further processing, for more
permanent storage in the long-term memory (LTM), or both.
Given that WM has a small capacity, a large amount of
information for an attribute draws attention to this attribute at
the expense of other attributes. WM is a holding buffer for
LTM. Aslong as a piece of information resides in WM, there
is a tendency to transfer it to LTM, which is known as
“encoding” (Lieberman 2012). Thus, repeated attention to an
attribute leads to better encoding and consolidation of that
attribute in LTM, making this attribute highly accessible in
LTM (Lieberman 2012). When judging attribute importance,
people need to first retrieve that attribute from LTM. When
the attribute is retrieved from memory, memory for that
attribute will be further strengthened and competing memories
for other attributes will be less accessible afterwards (i.e.,
“retrieval-induced forgetting”; see Anderson et al. 1994; for
an example, see Appan and Browne 2010). Therefore, a large
amount of information for an attribute increases accessibility
of that attribute in LTM. According to the mere-accessibility
effect (Menon and Raghubir 2003), the accessibility of
attribute and the resulting ease-of-retrieval will automatically
lead people to judge that attribute as important. The mere-
accessibility effect occurs involuntarily, effortlessly, and
outside of people’s awareness (Menon and Raghubir 2003).

Second, people also consciously use the amount of infor-
mation for an attribute to infer the importance of that attribute.
The social learning perspective suggests that people infer
others’ beliefs from their actions and incorporate these beliefs
in their own judgment (for a review, see Chamley 2003).
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When an attribute is mentioned in a review, the inference is
that the attribute must be important to the reviewer, otherwise
it would not have been mentioned. If an attribute is men-
tioned in many reviews, the inference is that the attribute must
be important to many people. As aresult, an information cas-
cade occurs where the consumer also views the attribute as
important because he or she “follows” the inferred belief
irrespective of his or her decision context (Bikhchandani et al.
1992), a phenomenon also known as herd behavior (Banerjee
1992).

The automatic and conscious inference routes both predict
that increasing the amount of attribute information will lead
to a greater importance weight attached to that attribute. We
thus posit the following:

H1: The greater the amount of attribute information
read in the reviews, the greater the importance
weight attached to the attribute.

The Degree of Information Conflict

A prominent characteristic of consumer-generated reviews is
the presence of conflicting information about product perfor-
mance at both the attribute and product level. Conflicting
information often elicits a deeper level of information pro-
cessing, since resolving conflicting information requires a
careful consideration of the positive and negative information
in relation to each other (Maheswaran and Chaiken 1991).

The level of information processing ranges on a continuum
from shallow maintenance rehearsal to deep elaborative
rehearsal (Craik and Tulving 1975). Maintenance rehearsal
is a superficial and passive level of processing. Simply seeing
a comment from a review without thinking about its meaning
is an example of maintenance rehearsal. In contrast, elabora-
tive rehearsal is a deeper and active level of processing that
involves thinking about the meaning of the attended informa-
tion and connecting it to other information held in memory.
People are, in general, spontaneously motivated to resolve
conflicting information to form an integrated conclusion
(Hastie 1980). Therefore, conflicting information will induce
elaborative rehearsal. For example, when one sees conflicting
comments on a camera’s battery life, this person may read the
review carefully to understand the context in which the com-
ments were made so that he or she can decide if this comment
is valid. The person may also seek corroborating evidence or
converging opinions from additional reviews. In this
example, resolving the conflict requires elaborative rehearsal,
a more thoughtful processing of the reviews. Elaborative
rehearsal is more effective in encoding information into LTM,
which will make the information more accessible in memory

(Craik and Tulving 1975). Again, based on the mere-
accessibility effect, we argue that the increased accessibility,
as a result of the deeper level of processing induced by
conflicting information, will make people assign a greater
importance weight to the attribute.

H?2: The greater the degree of information conflict
for an attribute, the greater the importance
weight attached to the attribute.

Presence of Both Numeric Overall Rating
and Textual Attribute Information

As people read reviews, they will constantly judge if the
product is good or bad (Hastie and Park 1986). This ongoing
judgment will be anchored on the overall numeric rating for
the product (typically represented by a star-rating) and
adjusted as new information is processed. This anchoring
effect will be strong for the following reasons. First, the over-
all numeric rating is visually salient and easily accessible.
Second, the fact that the overall numeric rating is the average
of all individual ratings may lead people to believe that the
overall rating is more “representative” than any individual
review. Third, people normally prefer numeric information to
textual information because numeric information is more
concrete and less effortful to process than textual information.
Therefore, the overall numeric rating’s visual salience,
seeming representativeness, and concreteness will lead to a
strong anchoring effect. The adjustments made based on
reading the reviews will be insufficient as in other anchoring
and adjustment contexts (e.g., Epley and Gilovich 2006) such
that one’s ongoing judgment will be primarily driven by the
overall numeric rating. We call the ongoing judgment that
precedes the final judgment an emerging judgment.

People’s attribute-level evaluation based on their reading of
the reviews (e.g., “the camera’s battery life is short”) can be
coherent or incoherent with the emerging judgment. For
example, a 4.5 (out of 5) overall numeric rating will lead to a
positive emerging judgment on the camera. However, if the
reviews say that the camera has a short battery life (a negative
evaluation on the “battery life” attribute), the negative
attribute-level evaluation is incoherent with the positive
emerging judgment. The coherence or incoherence between
the emerging judgment and attribute-level evaluation will
affect the importance weight attached to the attribute.’

3tis worth noting that the factor hypothesized here is the coherence between
the emerging judgment of the product (anchored on the overall numeric
rating) and attribute-level evaluation. Coherence is also what we measured
in all studies reported in the paper. In the randomized experiments, level of
coherence was varied by manipulating the overall numeric rating.
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Specifically, cognitive consistency theories suggest that judg-
ment and decision-making processes tend to settle at a state of
coherence where the favored option must be supported by the
attributes that are deemed as important (i.e., the favored
option must be positively evaluated on the “important” attri-
butes) and the attributes that do not support the favored option
must be deemed unimportant (Simon et al. 2004). With an
emerging judgment in mind (e.g., “the camera looks like a
good option”), people tend to bolster attributes that support
the emerging judgment and suppress attributes that do not
support the emerging judgment so as to arrive at the state of
coherence (Nickerson 1998). In the earlier example, the
negative attribute-level evaluation (short battery life) does not
support the positive emerging judgment (the camera looks like
a good option), which is anchored on the high overall numeric
rating (4.5 out of 5). To reduce the incoherence, people will
suppress the battery life attribute by assigning a low impor-
tance weight to it. The coherence-directed processing is a
type of confirmation bias whereby people construct attribute
preferences to support their emerging judgment.

H3: The greater the level of coherence between an
individual’s attribute-level performance evalua-
tion and emerging judgment of the product, the
greater the importance weight attached to the
attribute.

Can Online Reviews Sway Attribute
Preference Construction?

The context of a specific purchase decision often makes some
product attributes more relevant than others to the consumer.
For example, a different set of attributes is relevant in
assessing whether to purchase a camera for a 10-year-old
child (e.g., ease of use, durability) versus for an expert
photographer (e.g., image quality, manual control). Payne et
al. (1999) suggest that the quality of constructed preferences
can be assessed and that well-constructed preferences are
based on careful consideration of the aspects of the decision
that are most critical to the individual. This means that well-
constructed attribute preferences should be driven by the
relevance of the attributes to the decision context. In the
preceding section, we argued that consumers’ attribute prefer-
ences are influenced by three characteristics of the reviews.
An important question arising from this argument is whether
online reviews could sway preference construction such that
the assessment of attribute importance is more heavily influ-
enced by characteristics of the reviews than by the relevance
of the attribute to the decision context. Consumer-generated
reviews are supposed to help people make a more informed
product evaluation. However, if the review characteristics
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overpower the relevance of the attributes in the assessment of
attribute importance, design interventions are necessary to
nudge people to more carefully consider the relevance of the
attributes to their decision context.

We posit that although attribute preferences will be influenced
by both the relevance of the attributes and the review charac-
teristics, the review characteristics are likely to play a more
dominant role in shaping attribute preferences. In the general
domain of pre-decisional information acquisition, available
evidence shows that people are substantially responsive to
contextual factors that are irrelevant to decision quality and
only weakly responsive to factors that are relevant to decision
quality (Connolly and Thorn 1987). Such suboptimal infor-
mation acquisition persists in simplified tasks where the
relevant decision quality factors are made easy to assess as
well as in incentivized tasks where real money is at stake
(Connolly and Thorn 1987). In our context, for attribute
relevance to play a dominant role in constructing attribute
preferences, people need to keep in mind the decision context
throughout the information acquisition task and process
review information in light of the decision context. Given the
limits of working memory, the large amount of information in
the reviews, and the fact that humans are “cognitive misers,”
people are not likely to perform such a cognitively demanding
task.

We suggest that the review characteristics will play a
dominant role in constructing attribute preferences for the
following reasons. First, as we have argued, both the amount
of attribute information and the degree of information conflict
increase the attribute importance weight partly through the
mere-accessibility effect. The mere-accessibility effect,
occurring outside people’s conscious awareness, is difficult to
discount (Menon and Raghubir 2003). Second, the amount of
attribute information increases the attribute importance weight
because people tend to infer attribute importance from the
amount of attribute information. Such an inference, prompted
by people’s herd instinct, is less effortful than retrieving the
decision context and examining the reviews against the
decision context. Third, people only know if their product
evaluation is accurate after purchasing and using the product.
When accuracy of product evaluation cannot be assessed
immediately, justifiability of product evaluation becomes a
more salient goal of decision making (Bettman et al. 1998).
The coherence-directed processing, whereby attributes are
weighed to support the emerging judgment, is instrumental in
generating a justifiable product evaluation. All of these
reasons lead to the prediction that the review characteristics
will dominate the influence of attribute relevance to the
decision context in constructing attribute preferences.



Liu & Karahanna/Effects of Online Product Reviews on Attribute Preference Construction

H4: Online product reviews have a swaying effect,
that is, the assessment of attribute importance
will be more heavily influenced by character-
istics of the reviews than by the relevance of the
attribute to the decision context.

In summary, our theoretical development presented three
characteristics of online reviews that influence how people
judge the importance of various attributes in product evalua-
tion. We also theorized that these review characteristics may
sway attribute preferences such that attribute importance
weights are not constructed based on careful consideration of
the relevance of the attributes to the consumers’ decision
context but rather are primarily influenced by online review
characteristics.

Research Methods, Design,
and Results I

We conducted three studies to test our hypotheses. The first
study was a randomized experiment where we manipulated
the three hypothesized factors and examined their effects on
the constructed attribute preferences. Participants were paid
a flat fee for participation in the first study. Therefore, a
potential threat to validity was whether results were influ-
enced by participants not being sufficiently motivated to
process review information. To rule out lack of motivation as
a potential threat, we ran a second study in which a monetary
incentive was used to induce high motivation to process
review information. These two studies were randomized
experiments that enabled us to assess causality. The third
study was a free simulation experiment to provide more
realism and to allow for higher generalizability.*

Study 1

We ran a 2 x 2 x 2 factorial experiment where we varied the
amount of attribute information, the degree of attribute infor-
mation conflict, and the coherence between attribute-level
performance evaluation and emerging judgment on product
performance. Participants were given a scenario and were
asked to evaluate a digital camera based on 10 reviews.

“Free simulation differs from controlled experiment in that in a controlled
experiment the experimenter maximizes control over the nature and timing
of experimental events whereas in a free simulation events and their timing
are determined by both the researcher and the behavior of participants
(Fromkin and Streufert 1976; Jenkins 1985).

Participants and Design

Fifty-two students participated in the study (31 females and
21 males, M,,, = 21.92, SD,,, = 1.74). Participants were
recruited through a subject pool at a public university and
were paid a flat fee of $5 for their participation. Seventy-
eight percent of participants owned a digital camera at the
time of the experiment, and 58% percent had at some point
researched digital cameras on the Internet. The participants
reported to have low to medium knowledge of digital cameras
(M =3.60,SD=1.350na 1 to 7 scale).

A panel of five experienced photographers helped us create
the following scenario:

Your friend Bob is considering buying a digital
camera for his grandfather. Bob's six-year-old sister
is going to stay with his grandparents for the sum-
mer and the grandfather wants to take many pictures
of Bob’s sister. The grandfather is in his 60s and his
vision is not what it used to be. Although Bob’s
grandfather is showing some interest in photog-
raphy, he is not very tech-savvy. Bob asks you to
help choose a digital camera for his grandfather.

The expert panel selected eight camera attributes: four attri-
butes including autofocus, intuitiveness of operation, image
stabilization, and LCD screen were deemed as relevant to
novice photographers like Bob’s grandfather and the other
four attributes including optical viewfinder, manual mode,
macro mode, and raw format are only relevant to more
advanced photographers. To ensure that our selection of the
relevant and irrelevant attributes was valid, we invited a
similar group of 50 students who were not participants in the
study to rate the importance of these attributes to Bob’s
grandfather. These students were presented with the scenario
and brief explanations of the attributes and were asked to
allocate 100 points among the attributes based on attribute
importance. Results show that the relevant attributes received
significantly higher points than the irrelevant attributes
Mitrerence = 18.620, p-value < .001, also see panel (a) of
Figure 1).

Participants were presented with 10 reviews that jointly con-
tained information about the eight attributes. We employed
a2 (attribute-information amount: high or low) x 2 (attribute-
information conflict: high or low) x 2 (overall numeric
rating: high or low) mixed factorial design with attribute-
information amount and attribute-information conflict being
the within-subjects factors, and the overall numeric rating
being a between-subjects factor.
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Figure 1. Participants’ Constructed Attribute Preferences

Theamount of information availablefor an attribute (A):
In the high attribute-information amount conditions (denoted
as H,), all 10 reviews contained information about the attri-
bute. In the low attribute-information amount conditions
(denoted as L, ), only 2 out of the 10 reviews contained infor-
mation about the attribute.’

Thedegreeof information conflict for an attribute (C): In
the high attribute-information conflict condition (denoted as
H,), half of the reviews that contained the attribute evaluated
the attribute positively and the other half evaluated the
attribute negatively. In the low attribute-information conflict
condition (denoted as L), all reviews that contained the
attribute consistently evaluated the attribute positively or
negatively.

The overall numeric rating (R): We varied the numeric
overall rating to elicit different levels of emerging judgment.
Participants were told that the digital camera had more than
100 reviews but we only selected 10 reviews submitted by
verified buyers. The numeric overall rating was displayed as
either 4.5 (high, denoted as Hy) or 2.5 (low, denoted as L) on
a1to 5 scale.

Each level of each within-subjects factor (i.e., H,, H, L, and
L.) can be implemented on any of the eight attributes. For
example, if a high amount of attribute information and a high

>In the low information amount condition, it was necessary to have two
reviews (instead of just one) contain information about the attribute because
we also needed to manipulate information conflict. If only one review
contained information about that attribute, there would be no information
conflict for the attribute.
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degree of information conflict (i.e., H,H) is implemented on
the attribute of autofocus, participants will see information
about autofocus in all 10 reviews with 5 of them being posi-
tive about autofocus and the other five being negative about
it. We counterbalanced the implementations of the within-
subjects factors so that each level of each within-subjects
factor was implemented on each of the eight attributes equal
times. The counterbalancing required us to create four sets of
reviews (see Table 1). Each review set contains information
about eight attributes (denoted as “Attrl” through “Attr8” in
Table 1) across 10 reviews.® Each participant only read one
randomly selected review set. For example, participants who
were assigned to “review set 1” saw information about
“Attr]” in all 10 reviews with 5 reviews evaluating the
attribute positively and the other 5 evaluating the attribute
negatively (H,H.), but participants who were assigned to
“review set 3” saw information about “Attrl” only in 2
reviews with both reviews consistently evaluating “Attrl”
positively or negatively (L,L). In the four review sets, each
level of each within-subjects factor (i.e., H,, He, L,, and L)
was implemented on each of the eight attributes twice.

Thecoher encebetween attribute-level evaluationsandthe
emerging judgment: We employed a matched-pair design
to manipulate the coherence between attribute-level evalua-
tions and the emerging judgment on the product. Specifically,
each review set was further assigned a high and a low overall
numeric rating, leading to a pair of matched groups for each
review set (i.e., 1&1', 2&2', 3&3', and 4&4' in the “Experi-
mental Group” column of Table 1). Participants in the matched

5Table 1 does not show which review contains which attribute in each of the
review sets. This information can be found in Table Al in Appendix A.
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Table 1. Implementation of the Experimental Factors

Within-Subjects Factors (A: attribute-information amount, C: B Subi
. attribute-information conflict) etween-Subjects )
Review Factor (R: overall | Experimental
Set Attrl | Attr2 Attr3 Attr4 Attr5 Attr6 Attr7 Attr8 numeric rating) Group

H 1

1 HAHC LALC HALC LAHC HAHC LALC HALC LAHC LR 1.
R

Hg 2

2 HALC LAHC HAHC LALC HALC LAHC HAHC LALC L 2.
R

Hg 3

3 LALC HALC LAHC HAHC LALC HALC LAHC HAHC L 3.
R

Hg 4

4 LAHC HAHC LALC HALC LAHC HAHC LALC HALC L 4.
R

Note: H and L represent high and low levels of experimental factors respectively.

groups saw the same review set but different levels of
numeric overall rating. For example, both groups 1 and 1'
saw “review set 1,” but groupl saw a 4.5 overall rating (Hy)
and group 1' saw a 2.5 overall rating (Ly). Therefore, in the
matched groups, participants’ attribute-level performance
evaluations, informed by the same review set, should be about
the same, but their emerging judgment, anchored on different
levels of overall numeric rating, should be different. For
example, suppose a review set is overall positive about
autofocus. The group of participants who see this review set
in the high overall numeric rating condition should (1) form
a positive emerging judgment (anchored on the high overall
numeric rating), and (2) evaluate autofocus positively
(informed by the positive comments on autofocus in the
review set). This will lead to coherence between attribute-
level evaluation and the emerging judgment in the group.
Participants in the matched group who see the same review
set but see a low overall numeric rating will also evaluate
autofocus positively but their emerging judgment on the
camera will be negative. This will lead to incoherence
between attribute-level evaluation and the emerging judgment
in the matched group. This design led to eight experimental
groups to which participants were randomly assigned (see
Table 1).

Thereviews. The 40 reviews (4 review sets x 10 reviews in
each set) were created set by set. Before creating the reviews,
we first randomly determined the placement of the attributes
in the reviews (i.e., what attributes are discussed in each
review of that set), and the valence and extremity of each
attribute discussed in each review. The placement, valence,
and extremity of the attributes in the reviews were represented
numerically in a review design table (see Table Al in
Appendix A). We gathered comments on the eight attributes
fromreal camera reviews on Amazon.com. The reviews were
then assembled from these comments. The reviews started

with a paragraph describing the background of the reviewer
(all of the reviewers were described as being inexperienced
with photography). The other paragraphs explained the
attributes by discussing the implications of having a high or
low value on the attributes (e.g., “a solid macro mode allows
you to take good close-up pictures of small objects”) and
described the reviewer’s evaluations of the camera on the
attributes and the reviewer’s experiences that support his or
her evaluation.” Each of these paragraphs only contained
information about one attribute and an attribute was either
discussed only in one paragraph or not discussed at all in the
review. The descriptions of reviewer background and
explanations of the attributes were the same in all conditions
but reviewers’ evaluations of the camera on the attributes
were manipulated differently in different conditions based on
the review design table (see Table Al in Appendix A). The
length of the reviews ranged from 299 words to 422 words (M
=343.90, SD = 59.15).

Procedure

Participants performed the experimental task in a computer
lab. After logging into the experiment website, they were ran-
domly assigned to one of the eight experimental groups. They
were first asked to complete a questionnaire that included

"The reviews did not contain any statement of attribute importance (e.g., “the
attribute is important,” “people should take into account the attribute in
purchase decision,” etc.) because statements of attribute importance will also
affect attribute preferences so that they may confound the effects of the
hypothesized review characteristics. Also, in reality it is uncommon that
people directly state what attributes are important to them. For example, a
text analysis we performed on the DSLR camera that has the most reviews on
Amazon.comreveals that less than 2% of the reviews state what attributes are
important.
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questions about their age, gender, and knowledge of digital
cameras. Next they were presented with the scenario and
asked to list camera attributes that would be important to
Bob’s grandfather and indicate the relative importance of
these attributes by allocating 100 points among these attri-
butes. Participants were then presented with the 10 reviews
with the designated overall rating on the digital camera.

The reviews were displayed to the participants one by one.
We randomized the order of the 10 reviews and the order of
the paragraphs that contained attribute information within
each review. This allowed us to rule out order effects of
information processing as a confound. The participants were
told that the reviews were written by verified buyers of the
camera. The website also displayed the name of the attributes
discussed in each review and a star rating representing the
valence and the extremity of each attribute (see Appendix B
for an example).® After they finished reading each review, the
participants could proceed to the next review by clicking a
button. To ensure that they read all 10 reviews, the button
was shown 30 seconds after the presentation of each review.
Participants were told that the task is self-paced and they
should read the reviews as they normally would. After they
finished reading the third, the sixth, and the ninth reviews, the
website asked them to evaluate the camera on a 1 to 5 scale
based on the reviews they had read thus far. This allowed us
to measure their emerging judgment on the camera.

After participants finished reading all 10 reviews, they were
again asked to list the attributes they considered to be impor-
tant to Bob’s grandfather and indicate the relative importance
of these attributes by allocating 100 points among these.
They were then asked to make an overall evaluation of the
camera on a 1 to 5 scale and indicate if they would recom-
mend the camera to Bob’s grandfather. At the end of the
experiment, and to enable us to perform manipulation checks,
we showed participants the eight attributes mentioned in the
reviews and asked them to indicate the amount of information
available for each attribute, the degree of information conflict
for each attribute, and the performance of the camera on each
attribute.

Results

Manipulation checks: We first checked if the participants
perceived the valence and extremity of the attributes as

$The display of attribute-level information, as commonly found in many e-
commerce websites (e.g., bestbuy.com), was to reduce any misunderstanding
of the attributes discussed in the reviews. Two of our pilot studies did not
display the attribute-level information. Analysis of the pilot data showed that
the display of attribute-level information did not materially change the
results.
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intended. We invited 30 coders from the same subject pool to
code the attributes in the 40 reviews. Each coder coded all 40
reviews (without being shown the attribute name and the
corresponding attribute-level star ratings). For each review,
they were required to code all of the attributes discussed in
that review on a -2 to +2 scale, with -2 being extremely
negative and +2 being extremely positive. We ran a multi-
level ANOVA to check if the coders perceived the valence
and extremity of the attributes as we intended.’ The analysis
showed that they did not perceive the valence and extremity
of'the attributes significantly different from what we intended
M itterence = - 116, p-value = .350).

Next we ran T-tests to see if our manipulations on the within-
subjects factors of attribute-information amount and attribute-
information conflict were successful. The analyses showed
that participants did perceive a significantly higher amount of
attribute information (M gerence = 2-269, p-value < .001) and
higher degree of conflict (M grence = 057, p-value < .001)
when these factors were manipulated to be higher.

We manipulated the overall rating to induce different levels
of emerging judgment on the camera. A MANOVA shows
that different levels of overall rating led to differences in the
three waves of emerging judgment collected while partici-
pants were reading the reviews (Wilks’ lambda = .340,
p-value < .001). A T-test further shows that the average of
the three judgments is significantly higher when participants
saw a higher overall rating (M;rerence = -442, p-value = .002).
Moreover, in the high overall rating conditions, participants
gave a significantly higher evaluation to the camera after
reading all reviews (M igrrence = 1-018, p-value < .001) and
they were more likely to recommend the camera (66.7%
recommended in high overall rating conditions versus 16% in
low overall rating conditions). From this analysis we con-
clude that manipulating the overall rating leads to different
levels of emerging judgment.

Further, given that participants in the matched groups (e.g.,
groups 1 and 1' in Table 1) saw the same reviews, we expect
that they would make similar attribute-level performance
evaluations. T-tests support that participants’ attribute-level
performance evaluations in the high numeric overall rating
conditions were not significantly different from those in the
low overall rating conditions (M iference = - 109, p-value = .275).
Hypotheses testing: Before the experiment, we invited a
separate group of 50 students from the subject pool to rate the
importance of the 8 attributes based on brief explanations of

“The unit of analysis is the comment on an attribute. We performed a multi-
level ANOVA to account for the fact that these comments on attributes are
nested in different reviews.
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these attributes. Unlike the reviews, the brief explanations
have equal amounts of information for each attribute (one
short paragraph for each attribute), no information conflict,
and no overall rating that would cause confirmation bias.
Therefore, we expect that, after reading the explanations,
people assign greater weights to relevant attributes than to
irrelevant attributes. This is supported by a t-test (M grerence =
18.620, p-value < .001). However, when people were pre-
sented with the reviews, there was no significant difference in
the importance weights attached to relevant and irrelevant
attributes (M gigrrence = 1.745, p-value = .244). We plotted the
95% confidence intervals of the importance weights from
reading the brief explanations (Panel (a), Figure 1) as well as
from the experiment in study 1 (Panel (b), Figure 1). The
plots shows that while attribute preferences constructed by
reading the brief explanations were clearly influenced by the
relevance of the attributes, attribute preferences constructed
by reading the reviews do not appear to be driven by the
relevance of the attributes.

To test if participants’ constructed attribute preferences are
affected by the hypothesized review characteristics, we ran
the following model:

Yi=Both relevance + g, pre,+f; amount, (Model 1)
+p, conflict, +f;coherence, +e;

where y; is the importance weight that participant i placed on
attribute j (i=1,..., 52; j=1,..., 8) after reading the reviews,
p,; is the participant fixed effects that capture individual
differences of these participants (e.g., motivation to process
information, cognitive styles, etc.), relevance; is a dummy
variable that indicates if attribute j is a relevant attribute
(attribute j is relevant when relevance; = 1), pre;is the impor-
tance weight that participant i placed on attribute j before
reading the reviews, amount; is a dummy variable that indi-
cates the amount of information on attribute j presented to
participant i (it is high when amount, = 1), conflict; is a dum-
my variable that indicates the degree of information conflict
in attribute j for participant i (it is high when conflict; = 1),
coherence; is a continuous variable that captures the extent to
which participant i’s evaluation of attribute j is coherent with
his or her emerging judgment on the digital camera. This
variable was constructed based on participant i’s emerging
judgment on the camera and his or her attribute-level perfor-
mance evaluation on attribute j. Recall that we asked parti-
cipants to judge the camera after they finished reading the
third, sixth, and ninth reviews. We used the third judgment as
a measure of participant i’s emerging judgment of the
camera.'’ Participant i’s attribute-level performance evalua-

"We use the third judgment to measure emerging judgment because it
incorporates more information from the reviews than the other two judg-
ments. Using an alternative measure that consists of the average of the three

tion on attribute j was reported after he or she finished reading
the reviews. We rescaled both variables froma 1 to 5 scale to
-2 to +2 scale by subtracting 3 from the data. The variable
coherence; was then calculated as the product of the two
rescaled variables. This operationalization is based on the
intuition that when the attribute-level performance evaluation
and the emerging judgment are of the same sign (both are
positive or negative) and are both high in magnitude, the
value of coherence; will be high."

The results (see Table 2) show significant effects of the
amount of attribute information ( = 16.990, p-value <.001),
the degree of attribute information conflict (3 =2.279, p-value
=.032), and the coherence between emerging judgment and
attribute-level evaluation (f = 2.788, p-value <.001) on attri-
bute preferences, supporting H1, H2, and H3. The relevance
of an attribute to the decision context (f = 1.106, p-value =
.260) and the importance of an attribute reported before
reading the reviews (B = .062, p-value = .401) do not have
significant effects on attribute preferences.

To assess if the reviews have a swaying effect (i.e., attribute
importance is more heavily influenced by characteristics of
the reviews than by the relevance of the attribute), we
compared the relative importance of the review characteristics
and the relevance of the attributes in predicting the
constructed attribute preferences. Since the independent vari-
ables are measured on different scales (e.g., coherence is a
product of two variables measured on -2 to 2 scale, but the
other variables are binary), it is misleading to directly com-
pare the coefficients to assess relative importance. We there-
fore ran a dominance analysis, which defines the relative
importance as the contribution made by the individual inde-
pendent variables to the prediction of the dependent variable
(Azen and Budescu 2003). Our analysis decomposes the R-
squared of a model into contributions from the individual
regressors using the proportional marginal variance decompo-
sition algorithm (Grémping 2007)."> As shown in Table 2,
attribute relevance only contributes .234% of the variations in
the constructed attribute preferences. In contrast, the three
hypothesized factors together contribute 41.060% of the vari-

judgments does not generate materially different results.

"This measure does not differentiate different types of coherence or
incoherence (e.g., a high overall evaluation but a low attribute score versus
a low overall evaluation but a high attribute score). A post hoc analysis
showed that different coherence or incoherence types have no significant
impact on attribute preference above and beyond the coherence measure.

The proportional marginal variance decomposition is generally recom-
mended over other algorithms (Gromping 2007). Using other algorithms,
including the squared standardized coefficients and the standardized
coefficients adjusted by marginal correlation, did not generate materially
different results.
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Table 2. Model Estimation Results of Study 1

Variable Coefficient P-value Relative Importance
Relevance 1.106 .260 .234%
(1.191)
Pre .062 401 .318%
(.052)
Amount 16.990*** .000 36.200%
(1.161)
Conflict 2.279* .032 123%
(1.153)
Coherence 2.788** .000 4.137%
(.702)
F(56, 359) 4.291*** .000 /
Adj. R-squared .346 / /

Notes:  (a) *p < 0.05; **p < 0.01; ***p < 0.001; Std. errors in parentheses; (b) Sample size: 416 (52 participants x 8 attributes).

ations in the constructed attribute preferences. Therefore, we
conclude that attribute preference construction is swayed by
the reviews in study 1, supporting H4.

Discussion

The results of study 1 support our hypotheses that the amount
of attribute information, the degree of attribute information
conflict, and the coherence between participants’ emerging
judgment on the product and attribute-level evaluation affect
attribute preference construction. Moreover, when partici-
pants were presented with a brief description for each attri-
bute and were only required to assess the importance of these
attributes, participants did place more importance weights on
the relevant attributes than the irrelevant attributes. Sur-
prisingly when they were asked to evaluate the camera based
on reviews that contained an uneven amount of information
across different attributes, varying degrees of information
conflict, and a numeric overall rating, relevance of the attri-
butes did not have a significant impact on attribute prefer-
ences. A dominance analysis shows that attribute preferences
that result from reading the reviews are primarily driven by
the review characteristics not by attribute relevance. Taken
together, this suggests that the hypothesized characteristics of
reviews can sway attribute preference construction such that
relevance of the attributes to the decision context has no
significant impact on the constructed attribute preferences.

It is worth noting that attribute preferences prior to reading
the reviews are not significant in predicting the final attribute
preferences. Prior studies on the impact of online reviews
often assume that consumers process the reviews according to
Bayesian information updating (e.g., Archak et al. 2011),
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which requires both the prior beliefs and information in the
reviews to be significant in forming their final beliefs. Our
results suggest that attribute preference construction does not
necessarily follow Bayesian information updating.

In study 1, participants were paid a flat fee, regardless of their
performance in the experiment. It is possible that the non-
significant effect of attribute relevance is due to participants
not having sufficient motivation to process information in the
reviews. As such, a threat to validity is that the participants’
constructed attribute preferences are due to their lack of moti-
vation to process the information rather than the hypothesized
review characteristics. Although we controlled for motivation
to process information using a fixed effects model, the effects
of the review characteristics might be substantively different
when people have a high motivation to process information.
Therefore, we ran study 2 to investigate if our hypotheses
hold when people have high motivation to process
information.

Study 2

We extended the design of study 1 by adding motivation to
process review information as a between-subjects factor. We
used a monetary incentive to induce different levels of
motivation to process review information.

Participants and Design

Ninety-nine students (77 females and 22 males, M, = 22.73,
SD,,. = 2.63) participated in the study. Participants were

recruited from the same subject pool used in study 1. About
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80% of the participants owned a digital camera at the time of
the experiment and 51% had researched at some point digital
cameras on the Internet. The participants reported to have
low to medium knowledge of a digital camera (M = 3.70, SD
=1.21onal to 7 scale).

We implemented a 2 (attribute-information amount: high or
low) x 2 (attribute-information conflict: high or low) x 2
(numeric overall rating: high or low) X 2 (motivation to
process review information: high or low) mixed factorial
design by adding motivation to process review information as
a new between-subjects factor to the design of study 1. Each
of the 8 experimental groups in Table 1 was implemented in
both high and low motivation conditions, leading to 16
experimental groups in study 2. All participants performed
two tasks in this study. Task 1, the main task in study 2, was
the same task as in study 1. Task 2 was a filler task, which
was only used to induce different levels of motivation to
process review information in task 1. In task 2, participants
read 24 reviews for a hotel and evaluated the hotel based on
the reviews. Participants in the high motivation conditions
were led to believe that their monetary payoff was solely
determined by the accuracy of their evaluation of the camera
(task 1) and had absolutely nothing to do with the accuracy of
their evaluation of the hotel (task 2). In contrast, participants
in the low motivation conditions were led to believe that their
monetary payoff was solely determined by the accuracy of
their evaluation of the hotel (task 2) and had absolutely
nothing to do with the accuracy of their evaluation of the
camera (task 1). It was expected that participants would have
higher motivation to process review information only for the
task that determined their monetary payoff.

Procedure

After arriving at the lab, participants were paid a $5 show-up
fee. The experimenter then described the two tasks that the
participants would perform and told them that they had an
opportunity to earn a monetary reward up to $15 depending
on their performance in one of the two tasks specified on the
experiment website. Participants logged into the experiment
website and were randomly assigned to one of the 16 experi-
mental groups. The website showed a message indicating
which task would determine their monetary reward.

All participants performed task 1 (digital camera evaluation)
first. The procedure was identical to the procedure in study
1. Following the completion of task 1, participants were
presented with the scenario for task 2, which asked them to
evaluate a hotel for a person who plans to travel to New York
City. The website then presented 24 reviews to the partici-
pants one by one. After they finished reading the reviews,

they were required to evaluate the hotel on location, room
size, cleanliness, and staff. As discussed earlier, task 2 was
a filler task in that we only used this task to induce different
levels of motivation to process review information in task 1.
After the completion of task 2, we measured their motivation
to process review information in task 1 and task 2 using two
questions adapted from the scale of purchase-decision
involvement (Mittal 1989)."* After participants completed
both tasks, we calculated their monetary reward based on the
Euclidean distance between their attribute-level performance
evaluations and the actual ratings of the product on the
attributes." The monetary reward participants received
ranged from $0 to $15 (M = $9.89, SD = 4.26).

Results

M anipulation checks: To check the manipulation on motiva-
tion, we ran a T-test to see if the manipulation led to
differences in participants’ self-reported motivation to process
review information. The results show that participants in the
high motivation condition reported significantly higher
motivation to process review information (M ggerence = 1-14, P
<.001). As in study 1, T-tests show that participants per-
ceived significantly higher amount of attribute information
Muiterence = 2271, p-value < .001) and higher degree of con-
flict (M gifrerence = -642, p-value <.001) when these factors were
manipulated to be higher. A MANOVA shows that different
levels of overall rating led to differences in the three waves of
emerging judgment collected while they were reading the
reviews (Wilks’ lambda = .342, p-value < .001). A T-test
further shows that the average of the three judgments is
significantly higher when participants saw a higher overall
rating (M gigerence = -609, p-value <.001). Therefore, manipu-
lating the overall rating led to different levels of emerging
judgment as we expected. Further, T-tests support that parti-
cipants’ attribute-level performance evaluations in the high
numeric overall rating conditions were not significantly
different from those in the low overall rating conditions
Mirerence = -250, p-value = .651). From the analysis, we
conclude that our manipulations were successful.

Hypothesistesting: We ran the model from study 1 (model
1) separately on the high and low motivation conditions and
contrasted the results (see Table 3). The results for the high

B The two questions are: (1) How important was it to you to read the reviews
carefully during the task? (2) When you performed the task, to what extent
were you concerned about reading the reviews carefully?

“The actual rating on an attribute was calculated by taking the average of the
attribute ratings across all reviews in the review design table (Table A1) in
Appendix A.
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Table 3. Model Estimation Results of Study 2

Low Relative High Relative
Variable Motivation p-value Importance Motivation p-value Importance
Relevance 1.981 134 .644% 2.599* .018 1.131%
(1.318) (1.079)
Pre .058 321 .309% .064 324 .228%
(.058) (.065)
Amount 16.548*** .000 34.306% 17.600%** .000 39.231%
(1.276) (1.047)
Conflict 2.055 .081 .546% 1.922* .039 .590%
(1.173) (1.052)
Coherence 3.378*** .000 3.639% 3.740%* .000 4.991%
(.824) (.596)
F-value 4.498*** .000 / 6.083*** .000 /
Adj. R-squared .323 / / 407 / /

Notes: (a) *p < 0.05; **p < 0.01; **p < 0.001; Std. errors in parentheses; (b) Sample size: 368 in the low motivation condition (46 participants *
8 attributes), 424 in the high motivation condition (53 participants x 8 attributes).

motivation condition are consistent with those of study 1 with
one exception: the relevance of an attribute significantly
affects the importance weight assigned to that attribute (p =
.062, p-value = .018). Therefore, we can conclude that, with
the exception of relevance of an attribute, lack of motivation
to process information is not a threat to the results of study 1
and that people’s constructed attribute preference is affected
by both the relevance of an attribute and the characteristics of
reviews. We also ran a dominance analysis to assess the rela-
tive importance of the independent variables. It can be seen
that even when people had high motivation to process review
information, attribute relevance still made a much smaller
contribution to the variations in the constructed attribute
preferences than the review characteristics (1.131% versus
44.811%).

Discussion

Study 2 shows that our hypotheses are robust under the high
motivation to process review information condition. Although
attribute relevance has a significant effect on the constructed
attribute preferences in the high motivation condition, the
dominance analysis shows that attribute preferences are still
primarily driven by the review characteristics.

The results show that the degree of attribute information
conflict only affects attribute preferences when people have
high motivation to process information. The manipulation
check shows that, in the low motivation condition, partici-
pants could assess accurately if an attribute had a high degree
of conflicting information. However, in the low motivation

440 MIS Quarterly Vol. 41 No. 2/June 2017

condition, participants did not have the motivation to resolve
the conflicting information by carefully processing informa-
tion in the reviews. Consequently, the attributes with a high
degree of conflicting information did not become more acces-
sible in memory. This finding is consistent with our argument
for H2 that conflicting attribute information induces a deeper
level of processing when people are motivated to process
information to resolve this conflict.

Through randomized experiments, studies 1 and 2 provide
causal evidence for the impact of review characteristics on
constructed attribute preferences. In both studies, participants
read 10 researcher-manipulated reviews that contained infor-
mation about 8§ attributes. In reality, many products have a
large number of reviews that contain information about a wide
range of attributes, and people can freely choose to read all or
only a subset of the available reviews. To investigate if the
results from the randomized experiments hold in less restric-
tive settings, we designed study 3 that allows participants to
freely choose which reviews to read from a larger set of
reviews that contain a large number of attributes.

Study 3

The objective of study 3 is to enhance the external validity of
our results. We ran a free simulation study to allow partici-
pants to determine which reviews to read and in what
sequence, as they would in real life. Moreover, instead of
directly manipulating the three factors that affect attribute
preferences, we used the verbal protocol analysis (VPA) to
capture and measure them. VPA requires participants to
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continuously report their thoughts when performing a task
(Ericsson and Simon 1993). Collected verbal protocols allow
researchers to measure participants’ cognitive activities while
they are performing their tasks.

Participants and Design

Thirty-four undergraduate students participated in this study
(12 females and 22 males)."” Participants were recruited from
two undergraduate MIS courses. Sixty-eight percent of the
participants owned a digital camera at the time of the experi-
ment, and 65% of the participants had researched digital
cameras on the Internet at some point. The participants
reported a medium level of knowledge about digital cameras
prior to reading the product reviews (Mean =4.05, SD = 1.43
ona l to 7 scale).

We presented the participants with 60 reviews about a digital
camera, spanning 10 pages on the study website. The 60
reviews were real customer reviews for the Canon A590 IS
camera randomly selected from Amazon.com (see Appendix
C). The brand and model name were removed from reviews
so that participants’ evaluation would not be biased by the
brand name. The free simulation study differs from the
randomized experiments in that participants can freely
determine how many reviews to read, when to read which
reviews, and in which sequence. Therefore, we did not
directly manipulate the amount of attribute information, the
degree of attribute information conflict, and the coherence
between emerging judgment and attribute-level performance
evaluations. These factors were jointly determined by the
randomization of the review presentation order and
participants’ review selection.

Procedure

We ran the participants individually through the experimental
session. Participants received course credit for participation.
Each session consisted of the following procedures.

Pre-task survey: Upon arrival at the lab, participants were
asked to complete the pre-task survey, which contained ques-
tions about their prior knowledge of and level of interest in
digital cameras, their level of motivation to process informa-
tion, and cognitive style.

Think-aloud training exercises. Because thinking aloud

Given that VPA is labor intensive, requiring considerable efforts for
transcription, coding, and analysis, VPA studies are typically conducted with
small samples of less than 20 participants (Eveland and Dunwoody 2000)
making our sample size of 34 more than adequate.

(required by verbal protocol analysis) is not natural to parti-
cipants, we showed participants a think-aloud demonstration
video. We then gave them two exercises that were similar to
the primary task. Participants were required to complete the
exercises while verbalizing their thoughts. The exercises
were not time limited. The participants were instructed to
stop when they were able to continuously verbalize their
thoughts.

Primary task introduction and pre-task interview: After
the training exercises, participants were introduced to the
primary task, which required them to evaluate a digital
camera based on 60 reviews. They were presented with a
scenario in which they were asked to imagine that they were
considering buying a digital camera as a birthday gift for a
friend who occasionally takes long trips and has started to
show interest in photography. Participants were then asked in
a pre-task interview to list the attributes that were important
to them in evaluating the digital camera.

Primary task: The primary task was to evaluate, based on
the 60 reviews, whether the digital camera was a viable option
they would consider buying for their best friend. The 60
reviews were presented across 10 pages, each page showing
6 reviews in 3 rows and 2 columns. The order of the reviews
was randomized when they were presented to the participants.
Participants were asked to perform the task as they normally
do. They were required to continuously verbalize their
thoughts as they did in the training exercises. To avoid
distracting the participants, the experimenter was not visually
accessible to participants. All sessions were video-recorded
and clickstream data was captured for each session.

Post-task interview and survey: In the post-task interview,
the experimenter asked participants to describe the steps they
went through to make the evaluation of the camera. Fol-
lowing the interview, participants took a survey asking them
to list the attributes they considered in evaluating the camera,
rate the importance of each attribute by allocating 100 points
among them, evaluate the camera on each attribute (ona 1 to
5 scale with 1 being extremely bad and 5 being extremely
good), and make an overall evaluation on the camera.

Data Analysis and Results

Following Ericsson and Simon’s (1993) guidance, our data
analysis included coding the verbal protocols and developing
a statistical model using data from the verbal protocols, click-
stream data, surveys, and interview.

Coding the Verbal Protocol Data: The verbal protocols

were first transcribed from the videos. Complete protocol
data from 31 participants were available for analysis. Al-
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though 34 students participated in the study, we excluded
three protocols because they were not properly recorded due
to atechnical problem. After transcription, we extracted from
the verbal protocols all attribute-related thoughts. We coded
(1) the times a participant paid attention to an attribute (as
indicated by their verbalization), (2) every mention of whether
an attribute is relevant, (3) every assessment of the overall
performance of the camera, (4) every assessment of the
attribute-level performance (i.e., whether the camera is good
or bad on the attribute), and (5) whether information on an
attribute is consistent across the attended reviews.

We took an iterative coding approach to ensure that the verbal
protocols were coded reliably. Two researchers, who were
aware of the research objectives, developed and refined the
coding scheme. The two researchers first coded two ran-
domly selected protocols independently. They agreed on 332
out 0f 492 segments, or 67.5 percent for these two protocols.
They then carefully examined the coded protocols, discussed
disagreements, and revised the coding scheme. Another two
protocols were then randomly selected and coded by the same
two researchers. The two researchers achieved a high inter-
rater agreement (211 out of 244 segments or 86.3 percent) for
these two protocols. Subsequently, one researcher coded all
protocols based on the revised coding scheme.

To further validate the reliability of the researcher’s coding,
we invited two additional coders who were blind to the objec-
tive of the study to code a randomly selected sample of eight
verbal protocols (25% of all protocols). The inter-rater reli-
ability (Cohen’s Kappa) between the researcher and first
coder was .800 and between the researcher and the second
coder was .779, indicating substantial agreement (Landis and
Koch 1977). As a result, the verbal protocols coded by the
researcher were then used together with the clickstream,
interview, and survey data for statistical analysis.

Operationalization of variables: To measure the con-
structed attribute preferences, we used the self-reported
importance score for each attribute (on a 1 to 100 scale) col-
lected in the post-task survey. We measured the amount of
information for an attribute using the number of times a parti-
cipant saw an attribute in the reviews (as indicated in their
verbal protocol). To measure information conflict, we coded
the valence of information attended by each participant for
each attribute as a sequence of +1 (positive information about
an attribute) and -1 (negative information about an attribute).
We then calculated the variance of the sequence of +1 and -1
for each attribute as p*(1-p), with p being the proportion of +1
in the sequence. We used the variance as the measure of
degree of information conflict (the bigger the variance, the
greater the degree of information conflict for an attribute).
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As in studies 1 and 2, we operationalized the coherence
between product-level emerging judgment and attribute-level
performance evaluations as a product of a participant’s self-
reported likelihood to buy the digital camera (capturing their
emerging judgment) and the participant’s attribute-level
performance evaluations. We first rescaled the self-reported
likelihood to buy from a 1 to 7 scale to a -3 to +3 scale. Then
we created a categorical variable to capture the participant’s
attribute-level performance evaluations.'® The variable is 1 if
the participant’s evaluation on the attribute is positive (e.g.,
the picture quality is good); it is -1 if the evaluation is nega-
tive (e.g., long lag time between shots). The variable is zero
if the evaluation is neutral (e.g., the camera uses AA
batteries). As in studies 1 and 2, the coherence variable was
calculated as the product of these two variables.

We created a dummy variable to indicate whether an attribute
was initially reported as important before participants read the
reviews. The variable is 1 if the participant reported the
attribute as important before reading the reviews, otherwise it
is zero. We also created a categorical variable to indicate
whether a participant stated that an attribute was relevant to
the decision in the verbal protocols. The variable is 1 if the
participant indicated that the attribute was relevant. The
variable is -1 if the participant indicated that the attribute was
irrelevant. The variable is zero if the participant did not make
any comment about the relevance of the attribute. These two
variables were included as controls. Appendix D provides the
descriptive statistics on these variables for each attribute.

Model estimation: Data collected from this study contains
31 participants (N = 31), and there are 24 attributes (J = 24,
see Appendix C for these attributes) that may be considered
by each participant, resulting in a sample size of 744 (i.e., N*J
= 31*24). Before the estimation, all independent variables
except the dummy variables were standardized by subtracting
the mean and then dividing by the standard deviation. The
model estimation results are shown in Table 4.

The freedom of choosing reviews to read in the free simula-
tion study may lead to an endogeneity issue in the above
estimation. Specifically, we attempt to establish the causal
impact of information amount for an attribute on the impor-
tance weight attached to that attribute (i.e., attribute-
information amount — attribute preference). However, in the
free simulation study, a participant may choose to ignore
information about attributes that he or she thinks are not

1 Attribute-level performance evaluations are reported in the verbal
protocols. Participants often reported multiple evaluations on the same
attribute over time (they updated their evaluations as they processed new
information from the reviews). We used the last evaluation if multiple
evaluations were reported for an attribute.
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Table 4. Model Estimation Results of Study 3

Model 2
Model 1 Relative (Fixed Effects
Variable (Fixed Effects) p-value Importance with V) p-value

Relevance 5.925%** .000 5.667% 4.934%** .000
(.987) (1.079)

Pre 7.429%** 8.691% 7.015%** .000
(.992) (.065)

Amount 2.443%* 13.389% 4.167** .005
(.424) (1.491)

Conflict 2.259%** 3.855% 1.369 103
(.392) (.838)

Coherence 1.969*** 2.344% 1.851*** .000
(.460) (.476)

F-value 84.456*** / 79.300 .000

Adj. R-squared .356 / .344 /

Notes: (a) *p < 0.05; **p < 0.01; ***p < 0.001; Std. errors in parentheses; (b) Sample size: 744 (31 participants x 24 attributes).

important, leading to less information processed for those
attributes (i.e., attribute preference — attribute-information
amount). An OLS regression will only show correlation but
not the direction of causality. To verify the direction of
causality, an instrument variable is needed to isolate the part
of variation in the amount of information processed for an
attribute that is not due to the perceived importance of that
attribute. A valid instrument is the amount of attribute infor-
mation available on the pages visited by participants. This is
because the amount of information on the visited pages affects
the amount of information processed (information cannot be
processed if it is not on the visited pages) and it is uncorre-
lated with participants’ attribute preferences (the display of
the reviews on the pages was randomized). The results of
estimating the specification of Model 1 with the instrument
variable are summarized in Table 4 (Model 2).

Model 2 (the fixed effects model with instrumental variable)
differs from Model 1 (the fixed effects model) in that the
degree of attribute-information conflict becomes nonsignifi-
cant when the instrument is used. To decide which model to
use, we ran a Hausman test to assess if endogeneity is a
serious concern. If endogeneity is significant, the results of
the fixed effects model without instrument (Model 1) are
biased, but if endogeneity is not significant, the fixed effects
model with instrument (Model 2) may generate inflated
standard errors. The test does not reject the null hypothesis
that the amount of information processed is endogenous
(¢ (1) = 1.485, p = .156). Therefore the fixed effects model
(Model 1) is appropriate, preferred, and provides support for
H1, H2, and H3.

We ran the dominance analysis on Model 1 to assess the
relative importance of the independent variables. It can be

seen that, in this study, attribute relevance made a larger
contribution to the variations of constructed attribute
preferences than in the randomized experiments (5.667%
versus .234% in study 1 and 1.131% in study 2). However,
compared to the review characteristics, attribute relevance
still makes a smaller contribution to the variations of attribute
preferences in study 3 (5.667% versus 19.588% for review
characteristics), providing support for H4.

Discussion

In this study, participants were able to perform the task in a
less restrictive setting and more similar to what they would
normally do when reading reviews. The variation in the
amount of attribute information, the degree of attribute infor-
mation conflict, and the coherence between emerging judg-
ment and attribute-level evaluation comes from participants’
selective processing of the reviews (the endogenous source)
and the randomization of the review display (the exogenous
source). Exploiting the exogenous source of the variation, we
were able to provide arguably causal evidence for the impact
of the review characteristics on attribute preferences. The
results of this study are consistent with those of study 1 and
study 2, providing evidence for generalizability of our
findings beyond a controlled experimental setting.

A minor difference between the results of study 3 and those
of studies 1 and 2 is that the initial attribute importance (i.e.,
importance of attributes reported before participants read the
reviews) has a significant impact on the constructed attribute
preferences (B = 7.429, p-value < .001) in study 3 but not in
studies 1 and 2. An explanation is that reviews in study 1 and
2 only contained information about 8 attributes but reviews in
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study 3 contained information about 24 attributes. The eight
attributes in studies 1 and 2 may not necessarily be the
“important” attributes participants had in mind before they
read the reviews. Thus, in studies 1 and 2 the important attri-
butes reported before reading the reviews are less likely to
affect the importance weights placed on the eight attributes
discussed in the reviews.

General Discussion I

To summarize, study 1 shows that when people were simply
asked to determine the importance of attributes based on brief
descriptions of the attributes, they did weigh the relevant
attributes more than the irrelevant ones. However, when
information about the attributes was presented in the form of
reviews, attribute importance weights were primarily influ-
enced by the manipulated review characteristics and
considerably less so by the relevance of the attributes to the
decision context. Study 2 further shows that these review
characteristics affect attribute preferences even when people
are highly motivated to process review information. Although
the relevance of attributes has significant effects on attribute
preferences when people have high motivation to process
information, constructed attribute preferences remain
primarily driven by the review characteristics. Finally, study
3 supports the effects of the hypothesized review charac-
teristics and the swaying effect of the reviews in a more
realistic setting. Taken together, the three studies consistently
support the effects of the hypothesized review characteristics
on attribute preference construction and the swaying effect of
online product reviews.

In all three studies, the amount of attribute information in the
reviews had the greatest impact on constructed attribute
preferences. These studies show that this relationship is
causal and not merely correlational. When an attribute is
relevant to many people, the attribute will likely be mentioned
frequently in the reviews. Further, since the attribute is
relevant to many people, there is also a greater chance that a
consumer will assign a high importance weight to that attri-
bute before reading the reviews. Therefore, it could be that
the amount of attribute information in reviews does not cause
people to assign a higher importance weight to that attribute.
Rather, the relationship could be merely correlational because
they are both driven by the fact that the attribute is relevant to
many people (a third variable explanation). When the link is
merely correlational, had the attribute not been frequently
mentioned in the reviews, the consumer would have still
assigned a high importance weight to that attribute as long as
the attribute is relevant to the decision at hand. Clearly, given
the large effect size of the amount of attribute information,
differentiating between correlation and causation is important
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to both researchers and practitioners. Through the random-
ized and quasi experimentation, we ruled out the possibility
that the link between the amount of attribute information and
attribute preference is merely correlational.

Theoretical Implications I

Our work has implications for both the online word-of-mouth
and preference construction literatures. Although existing
studies of online word-of-mouth have generated important
insights into the effects of online product reviews, many are
based on simplified assumptions of human information
processing. Examples of these assumptions include con-
sumers having inherent and fixed preferences over the course
of product evaluation and choice, and consumers processing
reviews using Bayesian information updating (e.g., Archak et
al.2011). Inthe extant literature, the effects of online product
reviews boil down to the “informative effect” (i.e., the more
reviews posted for a product, the more likely it is that people
become aware of the product) and the “persuasive effect”
(i.e., the higher the average rating, the more likely it is that
people will buy the product) (for reviews, see Etzion and
Awad 2007; Liu 2006). Using an information-processing
approach, our research shows that the effects of online
product reviews are richer than the informative effect and
persuasive effect. Contrary to the research that treats attribute
preferences as predetermined factors affecting information
acquisition and processing in product evaluation, our research
shows that review characteristics affect how information is
processed, which in turn affects attribute preferences. There
is an emerging literature on “choice architecture” that aims at
designing the choice environment to nudge people toward
personally or socially desirable outcomes (Thaler and Sun-
stein 2008). Clearly, designing a choice architecture involves
an in-depth understanding of how online product reviews
influence product evaluation. We believe that incorporating
psychological theories about how people actually process
information into this line of research will greatly advance our
understanding of the impact of online product reviews.

Our research raises questions about the wisdom of the crowd
effect. The utility of online reviews is premised on the
wisdom of the crowd effect, that is, that the aggregation of
many people’s opinions is a better approximation of the truth
than an individual’s opinion (Surowiecki 2005). By aggre-
gating opinions from many customers, online review websites
intend to provide more accurate information about the
reviewed product. However, simply displaying a few quanti-
tative metrics (e.g., overall rating) together with the individual
reviews may not fully realize the promise of the wisdom of
the crowd. Our research shows that the current information
environment of online product reviews may sway people’s
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attribute preferences. Therefore, although useful knowledge
is present in the reviews, it can be difficult to distill. Further-
more, studies 1 and 2 show that people’s prior attribute
preferences (i.e., the attribute preferences before reading the
reviews) have no significant impact on attribute preference
construction. Using Bayes’ rule as a benchmark, this suggests
that people could put too little weight on their prior beliefs
and too much weight on the reviews in constructing attribute
preferences. Existing evidence shows that online product
reviews are subject to a self-selection bias with reviewers not
being representative of the general population (Li and Hitt
2008)."7 Therefore, overweighing the reviews and under-
weighing one’s prior belief may lead to biased product
evaluation. It is important that future research investigates
how the reviews should be organized and presented to help
people better distill the wisdom embedded in the reviews and
properly weigh the information from the reviews in product
evaluation. It would also be beneficial to examine whether
these effects differ based on the consumer’s level of expertise
with the product category (e.g., cameras).

Our research also contributes to the literature on preference
construction in the online environment. First, as discussed in
our literature review, the current literature on online prefer-
ence construction has a focus on the presentation of seller-
provided information. Many of the existing studies only
examine a single feature of the information environment (e.g.,
the salience of information, ease of information processing, or
partitioning of product attributes). Because of user partici-
pation and content generation, social media have enabled an
increasingly more complex online information environment
where multiple features of the information environment can
affect preference construction through multiple mechanisms.
Our research highlights the importance of extending the
literature of online preference construction to the context of
social media. Second, although the current literature on
online preference construction has identified many features of
the information environment that influence people’s prefer-
ence construction, the existing studies do not assess if these
effects are sufficiently large to sway preference construction
away from the desired judgment and decision making. The
current study assesses this swaying effect by defining the
factor that is critical to well-constructed preferences (i.e.,
relevance of attributes to the decision context) and comparing
the effects of the review characteristics to the effect of this
factor. Through assessing the swaying effect, we show that
the effects of review characteristics are large enough to matter
and should be taken into account by future studies of online
preference construction. Third, a criticism on the current
literature on preference construction is that many studies

"We thank an anonymous reviewer for this insight.

exaggerate preference construction by using a well-controlled
experimental task and carefully designed stimuli (Simonson
2008). Therefore it becomes important to investigate the
robustness of preference construction in multiple studies using
mixed methods. Through combining well-controlled experi-
ments with the less restrictive free simulation, our research
demonstrates a useful approach to strengthen the realism and
generalizability of preference construction research.

Finally, the current research focuses on attribute preference
construction in the evaluation of a single option. In such
contexts, people may not evaluate the different options
independently. Therefore, attribute preference construction
might be more complicated in the context of choosing from
multiple options. Future research may extend the current
study to the context of choosing among multiple options by
identifying additional online review characteristics or other
relevant design aspects of the online information
environment.

Practical Implications I

There is a heated discussion in the popular press on winning
the “zero moment of truth,” which is a name given to con-
sumer’s online research before they try or buy a product
(Lecinski 2011). Online product reviews play an important
role in the zero moment of truth as consumers rely on these to
evaluate products of interest. Our research raises several
issues regarding how online reviews can sway people’s
attribute preferences in product evaluation. Below, we
discuss these issues and make suggestions for remedies.

First, our findings suggest that seeing a large amount of
attribute information may lead to a greater importance weight
attached to the attribute even though this attribute may be
irrelevant. To make an informed decision, it is important to
carefully consider the attributes that are critical to the decision
at hand. A possible solution is to show brief descriptions of
the reviewers’ background and the context of the reviewer’s
purchase decision, and allow consumers to choose reviews
from people who have similar background or similar purchase
decision contexts. For example, reviews on newegg.com
describe the reviewer’s background in terms of “tech level”
and time of “ownership.” This is based on the assumption that
reviews from people with similar backgrounds are more likely
to contain information about attributes relevant to the
consumer.

Second, our findings suggest that high degree of attribute
information conflict can also lead people to assign a high
importance weight to an attribute. A potential remedy for the
effect of conflicting attribute information is to visualize the
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degree of information conflict for each attribute and to present
this visualization up front. An example is shown in Liu et al.
(2011), in which the amount of positive and negative com-
ments on an attribute are displayed as two bars of different
colors positioned side by side and the relative length of the
two bars represents the degree of conflict. With this presen-
tation, consumers can identify both the overall degree of
conflict and the majority opinion for each attribute at a glance.
Since making sense of conflicts becomes less cognitively
demanding, this may reduce the impact of conflicting attribute
information on the constructed attribute preferences.

Finally, our findings show that the numeric overall rating has
astrong impact on people’s emerging judgment, which further
leads to a confirmation bias in the construction of attribute
preferences. The overall numeric rating serves as a reference
point in people’s judgment. However, due to the differences
in taste or decision context, the numeric overall rating might
not always be an appropriate reference point. For example, if
most reviews were submitted by experienced photographers,
the numeric overall rating might not be very informative to a
novice. A potential remedy is to allow people to see the over-
all rating from reviewers who have similar decision contexts.

We call for future design studies to test the effectiveness of
these suggestions and investigate other possible interventions
to nudge consumers toward better decision making. The
literature on choice architecture shows that even a subtle
change in the information environment may have a substantial
impact on consumer behavior (Thaler and Sunstein 2008).
Theoretically informed and empirically tested studies are
necessary to better understand the design of different infor-
mation organizations and presentations in the context of
online reviews.
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Appendix A

The Review Design Table I

We created four sets of reviewsthat implemented the within-subjects factor combinations assigned to each attribute (i.e., one of HyHc, HuL ¢,
L Hg, or L,Lo). Each set of reviews contained 10 reviews. Attribute information contained across the 10 reviews determines the amount of
information on an attribute (high if the attribute is discussed in all 10 reviews; low if it is discussed in only two reviews), and the amount of
attribute-information conflict (highif half the reviewsthat discussed the attribute were positive on the attribute and the other half negative; low
if all reviews that discussed the attribute discussed it either consistently positively or consistently negatively).

Given this, before creating the reviews, we first had to randomly determine what attributes will be discussed in each review, and the valence
and extremity of each attribute discussed in each review. Consider review set 2 in Table 1 as an example: al the 10 reviewsin review set 2
will discuss the attribute “Attrl” with the same valence (i.e., HyL. on “Attrl”). Wefirst flipped a coin to decide the valence of “Attrl” in
review set 2 (e.g., head is positive and tail is negative). Once the valence was determined, we flipped a coin 10 times to decide the extremity
of “Attrl” in each of the 10 reviews (e.g., head isextremely positive or negative and tail ispositive or negative). Theattribute*Attr2” inreview
set 2 (L,Hc) will be discussed in only two reviews (i.e., low amount of attribute information) with a different valence (i.e., high conflict of
attribute information). We first determined which two reviews would discuss “ Attr2” by randomly sampling two whole numbers from 1 to
10 without replacement (e.g., if the numbers 2 and 5 are sampled, then only reviews 2 and 5 will discuss “Attr2"). Next we flipped acoin to
determine the valence and extremity of “Attr2” in each of the two reviews. Using this randomization, we determined the placement of all the
attributesin the reviewsfor all the review sets (i.e., what attributes are discussed in each review of that set), and the valence and extremity of
each attribute discussed in each review. Based on the results of the randomization, we created a “review design table” (see Table Al) to
numerically represent the placement, the valence, and the extremely of the attributesin the 40 reviews. Thetexts of the reviewswere written
according to the review design table.

The numbersin the attribute columns of Table A1 represent the extremity and valence of that attribute in reviews (the valence and extremity

are represented on a1 to 5 scale with 1 being extremely negative and 5 being extremely positive). An empty cell means that the attribute is
not discussed in that review.
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Table A1l. The Review Design Table

Attr2: Attr3: Attr4: Attr5: Attr6: Attr7: Attr8:
Attrl: Ease of Image LCD Optical Manual Macro Raw
Review Autofocus Use Stabilization | Screen | Viewfinder Mode Mode Format | Review
Set 1 (HaH) | (Lalo) (HaLo) (LH) | (HH) | (ko) | (Hio) | (LiHY) | Rating
Reviewl 4 4 4 2 3.5
Review2 2 4 5 1 1 2.5
Review3 4 5 4 5 2 4
Review4 1 5 4 1 1 2.5
Reviewb 3 4 1 4 4 2 3
Review6 2 5 2 5 1 3
Review7 4 4 4 2 3.5
Review8 1 5 1 1 2
Review9 4 4 5 2 5 4
Reviewl0 2 5 2 1 2 2.5
Attr2: Attr3: Attr4: Attr5: Attr6: Attr7: Attr8:
Attrl: Ease of Image LCD Optical Manual Macro Raw
Review Autofocus Use Stabilization | Screen | Viewfinder Mode Mode Format | Review
Set 2 (HaH) | (Lalo) (HaLo) (LH) | (HH) | (ko) | (Hio) | (LiHY) | Rating
Reviewl 1 2 5 5 5 4
Review 2 2 4 4 2 3 3
Review 3 1 2 5 3 5 3
Review 4 2 3 4 4 2 3
Review 5 1 1 5 5 1 25
Review 6 1 5 1 5 4 3
Review 7 2 4 4 4 2 3
Review 8 2 4 4 2 3
Review 9 1 1 5 5 3
Reviewl10 2 4 4 3 2 3
Attr2: Attr3: Attr4: Attr5: Attr6: Attr7: Attr8:
Attrl: Ease of Image LCD Optical Manual Macro Raw
Review [ Autofocus Use Stabilization | Screen | Viewfinder | Mode Mode Format | Review
Set 3 (HaH) | (Lalo) (HaLo) (LH) | (HH) | (Lo | (HiLo) | (LiHY) | Rating
Reviewl 1 4 4 2 5 3
Review 2 2 5 1 1 2 2
Review 3 4 5 5 2 4 4
Review 4 5 2 2 1 1 2
Review 5 4 5 2 2 4 25
Review 6 5 2 1 1 2 2
Review 7 4 4 2 4 5 4
Review 8 5 1 1 1 1 2
Review 9 4 5 2 5 4
Reviewl10 5 2 1 2 2.5
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Table A1l. The Review Design Table (Continued)

Attr2: Attr3: Attr4: Attr5: Attr6: Attr7: Attr8:
Attrl: Ease of Image LCD Optical Manual Macro Raw
Review Autofocus Use Stabilization | Screen | Viewfinder Mode Mode Format | Review
Set 4 (HaH) | (Lalo) (HaLo) (LH) | (HH) | (ko) | (Hio) | (LiHY) | Rating
Reviewl 5 2 2 4 5 4
Review 2 2 1 1 2 4 2
Review 3 5 1 2 5 5 4
Review 4 1 4 1 1 4 2
Review 5 5 2 4 5 4
Review 6 1 1 2 2 4 2
Review 7 4 2 4 5 5 5 4
Review 8 2 1 1 4 4 25
Review 9 2 2 4 5 3.5
Reviewl10 4 1 2 4 3
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Appendix B

Review Website Used in Studies 1 and 2 I

Customer Reviews

Customer Rating: 4.5 (100 customer reviews)

100 Reviews
5 stars
4 stars
3 stars
2 stars

1 star

Good entry level camera
By David Atkinson (St Paul, MN, USA)

1 bought this camera last month as a birthday present for my wife. My wife does not know much about

Autofi ?
S photography. She seems happy with the camera.

Cpbical viewhuder, The camera includes image stabilization (IS) which 1s a good feature to have 1f your hands tend to shake

when you hold the camera. For still images without a tripod or slow moving scenes, 1t works fairly well
Image stablization For fast action scenes, the camera takes 3 shots and then chooses the best one to use.

Macro function 1 am glad that this camera has an optical viewfinder. The optical viewfinder is really useful when 1t 15
’ v hard to read the screen (e.g..in direct sunlight). Our old camera doesn't have this feature.

Autofocus on this camera 1s also good. Because of this feature, we don’t need to manually set the focus.
This 15 good for point-and-shoot people like my wife. The autofocus 1s responsive and accurate most of
the times.

The macro function of this camera 1s not that good. We use the feature to take pictures of small objects
(e.g_.comns, bugs etc). My previous camera took better (clearer) photos when I used its macro function. I
thirk it's hard to get the macro function to work well without having to adjust the focus repeatedly.

This 15 not the best camera in the world. I definitely knew 1t when I bought the camera BUT. T was
pleasantly surprised with the pictures my wife took. Very satisfied with it.

Next

A4 MIS Quarterly Vol. 41 No. 2—Appendices/June 2017



Liu & Karahanna/Effects of Online Product Reviews on Attribute Preference Construction

Appendix C

Experimental Materials for Study 3 I

Experimental product. Thedigital camerawas chosen based on asurvey of asimilar group of studentsthat were not participants of the study.
The students were asked to rate alarge number of products on (1) their interest in the product and (2) whether they purchased these online.
Thedigital cameraemerged as one of the top products on both interest and purchase. Thefinal selection of the product for the study al so took
into account the number of attributes that might be considered before a purchase decision.

Reviews. The60 reviewswerereal customer reviewsfor Canon A590 | Srandomly selected from Amazon.com. At thetime of datacollection,
this camera had about 600 reviews. We randomly selected 60 reviews because 60 was approximately the average number of reviews digital
cameras had on Amazon.com (among al the digital cameras that had reviews) at the time of the data collection. The brand and model name
were removed from reviews so that participants’ evaluation would not be biased by the brand name.

Attributesin thereviews. When we created the experiment materialsfor study 3, Amazon.com showed the attributes discussed inthereviews
for the best-selling digital cameras (thisfeature is no long available on Amazon.com). We created alist of attributes discussed in the camera
reviews from Amazon.com. One author of the paper and a coder who was blind to the objectives of the research read the 60 reviews used in
the protocol study and removed the attributes that were not discussed in the 60 randomly selected reviews. This left us with 24 attributes
discussed at least once in the 60 reviews (see Table C1).

Table C1. Digital Camera Attributes

Attribute Description
Image quality The quality of pictures produced by the camera
Battery Whether the battery life is satisfactory
Portability Whether the camera is easy to carry around
Ease of use Whether the camera is easy to operate

Value for the money

Whether the camera offers good value

Manual mode

The availability and performance of manual mode

Lag time between shots

The delay between two consecutive shots

Viewfinder

The availability and usefulness of viewfinder

Feature

The usefulness of features provided by the camera

Video

The quality of video produced by the camera

Construction quality

Whether the camera is sturdy

Zoom

The performance of zoom

Look & feel Whether the camera looks good and feels good in hand
LCD screen The performance of LCD screen

Image stabilization The availability and usefulness of image stabilization
Auto mode The availability and performance of auto mode

Movement shooting

The quality of movement shooting

Low light performance

The performance of the camera under low light condition

Flash

The performance of the flash

Accessory

Whether necessary accessories (e.g. memory card, case) are provided

Lens

The quality of the lens

Face recognition

The performance of face recognition

Red eye reduction

The availability and performance of red eye reduction function

Documentation

Whether the manual is well organized

MIS Quarterly Vol. 41 No. 2—Appendices/June 2017
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Appendix D

Descriptive Statistics for Study 3 I

Table D1. Mean and Standard Deviation for Each Variable per Attribute

Importance | Amount of Degree of Initial

Attribute weight information conflict Coherence | criterion? Relevance
. 26.065 4.161 297 581 548 258
Image quality (18.690) (3.579) (.226) (.992) (.506) (.445)
Sattor 23.339 5.000 323 516 290 532
y (15.637) (3.975) (214) (1.458) (461) (499)
" 9.710 1.903 053 258 387 065
Portability (9.353) (1.491) (142) (930) (495) (359)
3.871 1.226 028 290 065 032
Ease of use (7.079) (1.746) (.109) (.902) (.250) (.180)
11.839 2.129 030 194 484 226
Value for the money (17.506) (2.202) (117) (1.046) (508) (425)
3613 2.065 1089 161 129 ~048
Manual mode (7.256) (1.413) (184) (779) (341) (373)
) 1.774 2.839 132 007 032 ~097
Lag time between shots (4.573) (2.464) (212) (944) (180) (700)
— 1000 484 2000 065 000 1000
Viewfinder (000) (626) (.000) (359) (000) (.000)
Fonture 2419 903 1000 129 258 032
(5.458) (1.012) (.000) (718) (445) (.180)
Video 2000 1903 047 032 032 ~097
(.000) (1.044) (147) (547) (180) (.396)
. . 7.323 548 028 ~129 129 032
Construction quality (11.441) (1.060) (.109) (1.024) (341) (.315)
Zoom 645 419 1000 000 065 ~.065
(2.497) (564) (.000) (516) (250) (.250)
1613 839 016 129 097 ~097
Look & feel (6.375) (1.003) (.090) (670) (301) (301)
b soreen 903 1.355 062 129 1000 “113
(2.937) (1.427) (.164) (499) (.000) (442)
—— 323 935 1000 065 1000 032
Image stabilization (1.796) (1.031) (.000) (629) (000) (315)
968 613 013 065 000 1000
Auto mode (5.388) (1.086) (072) (.250) (.000) (.000)
. 2000 129 2000 1000 000 1000
Movement shooting (.000) (.341) (.000) (.000) (.000) (.000)
. 2000 161 2000 065 000 1000
Low light performance (000) (454) (.000) (359) (000) (.000)
Fsh 806 161 2000 2000 032 032
(3.188) (374) (.000) (.000) (180) (.180)
323 194 016 1000 226 ~032
Accessory (1.796) (477) (.090) (.000) (.425) (.180)
Lons 0.710 742 016 065 065 016
(3.598) (773) (.090) (359) (.250) (273)
- 2000 258 2000 097 000 2000
Face recognition (.000) (575) (.000) (.396) (.000) (.000)
. 2000 1000 2000 2000 032 1000
Red eye reduction (000) (.000) (.000) (000) (180) (000)
. 2000 1097 2000 2000 000 1000
Documentation (.000) (.301) (.000) (.000) (.000) (.000)

Notation: Mean (standard deviation)
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